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Introduction
I am a Senior Data Engineer with 10 years of experience in cloud data architecture, big data processing, and real-time analytics across finance, healthcare, telecom, and retail industries. I specialize in migrating complex on-premise data ecosystems to the cloud, optimizing ETL workflows, data pipelines, and analytics platforms for scalability and performance. My expertise spans Apache Spark, Apache Flink, Databricks, and Kafka, with hands-on experience in AWS services such as AWS Glue, Amazon Kinesis, Lambda, S3, Redshift, DynamoDB, and Amazon RDS—empowering real-time fraud detection, IoT anomaly detection, and business intelligence solutions. With a strong background in data security, compliance (HIPAA, GDPR, PCI-DSS, SOX), and governance using IAM, KMS, CloudTrail, and GuardDuty, I deliver secure, cost-effective, and high-performance data solutions. Passionate about automation, AI-driven insights, and cloud-native architectures, I turn complex data into actionable intelligence that drives operational efficiency and innovation.
Professional Summary
· Over 10 years of expertise in designing, developing, and optimizing large-scale data architectures across financial, healthcare, and telecommunications sectors.
· Proficient in AWS (Kinesis, S3, Redshift, Glue, Lambda, DynamoDB, IAM, GuardDuty, CloudTrail, QuickSight) to build scalable, cloud-native data solutions.
· Extensive experience in Apache Spark, PySpark, Kafka, Flink, and Debezium CDC, enabling real-time data ingestion, processing, and fraud detection under 2 seconds in financial applications.
· Designed and optimized batch and real-time ETL pipelines using Databricks, Apache Airflow Apache Flink, and AWS Glue, ensuring efficient data transformation and integration.
· Strong expertise in Redshift, implementing partitioning, clustering, materialized views, and query optimizations to enhance performance and cost efficiency.
· Proficient in SQL, PostgreSQL, Oracle, and NoSQL databases (Cosmos DB, DynamoDB) with deep knowledge of indexing, partitioning, and workload management to optimize analytical query performance.
· Built feature engineering pipelines using Apache Flink, Spark Streaming, and Snowflake, supporting ML-based fraud detection and predictive analytics.
· Developed Kafka-based event-driven data pipelines, ensuring seamless integration with downstream analytics, alerting mechanisms, and fraud detection workflows.
· Implemented Role-Based Access Control (RBAC), data encryption, and GDPR, HIPAA, PCI-DSS compliance in AWS, ensuring enterprise-level data security.
· Developed data validation frameworks, anomaly detection scripts, and automated data profiling to ensure accuracy, completeness, and consistency across multiple data sources.
· Monitoring & Performance Optimization: Implemented Prometheus, Grafana, and ELK stack (Elasticsearch, Logstash, Kibana) for real-time data pipeline monitoring, ensuring high availability and rapid issue resolution.
· Built CI/CD pipelines using AWS CodePipeline, Docker, and Amazon EKS (Elastic Kubernetes Service) for automated deployment, testing, and monitoring of ETL and real-time streaming workflows.
· Experienced in Kubernetes, Docker, Terraform, and cloud-native microservices for automating data infrastructure provisioning and scaling.
· Designed multi-tiered storage solutions (Bronze, Silver, Gold) using ADLS, and S3 optimizing cost efficiency and retrieval speed for analytics.
· Worked closely with data scientists, software engineers, and business analysts to develop end-to-end data solutions that drive strategic decision-making and business insights.
· Developed financial transaction fraud detection, real-time healthcare analytics, and telecom network performance monitoring, improving data accessibility, reliability, and operational efficiency.
· Built CI/CD pipelines using AWS CodePipeline, Docker, and Amazon EKS (Elastic Kubernetes Service) for automated deployment, testing, and monitoring of ETL and real-time streaming workflows.
· Automated data workflows using Apache Airflow, AWS Step Functions, and AWS Lambda, reducing manual interventions and improving pipeline reliability.
· Optimized cloud resources (compute, storage, networking) to reduce costs by 30%+ while maintaining high-performance data processing.
· Led teams of data engineers, conducted training on best practices in cloud data engineering, big data processing, and real-time streaming architectures.
Technical Skills
	Programming Languages
	:
	Python, Java, R, SQL, PL/SQL, NoSQL

	Databases 	
	:
	MySQL, Oracle, Amazon RDS, DynamoDB, Aurora, Cassandra, PostgreSQL, Amazon Redshift, Snowflake.

	Security and Governance
	:
	HIPAA, GDPR, SOX, PCI-DSS, AWS IAM, AWS KMS, Azure IAM.

	AWS Services
	:
	EC2, EMR, S3, RDS, DynamoDB, Redshift, Lambda, Step Functions, Route 53, Glue, CloudTrail, IAM, Aurora, CloudWatch, Athena, Kinesis, Data Pipeline, API Gateway, SNS, SQS, MSK (Managed Kafka), Debezium, SageMaker, Kinesis Data Streams, Kinesis Data Analytics, Secrets Manager, GuardDuty, Lake Formation.

	Big Data Ecosystem
	:
	Hadoop (HDFS, MapReduce, YARN), Spark (SparkSQL, PySpark), Kafka, Flink, Hive, Sqoop, Flume, Oozie, Impala, HBase, Zookeeper

	ETL/ELT Tools
	:
	AWS Glue, Informatica, Apache NiFi, SSIS, Apache Spark, DBT

	Data Analysis Libraries
	:
	Pandas, NumPy, SciPy, Scikit-learn, NLTK, Plotly, Matplotlib

	Orchestration & Automation
	:
	Apache Airflow, Jenkins, Ansible, Azure DevOps, CI/CD Pipelines, Step Functions.

	Scripting Languages
	:
	Shell, Bash, YAML, PowerShell

	Data Modeling
	:
	Star Schema, Snowflake Schema

	Operating Systems
	:
	Windows, Linux (RHEL), Unix, MacOS

	Data Visualization & Reporting
	:
	Tableau, Power BI

	Version Control &Collaboration
	:
	GitHub, Bitbucket, SVN, JIRA

	Software Methodologies
	:
	Waterfall, Agile, Scrum.


Certifications
· AWS Certified Big Data Speciality.
· Snowflake Snowpro Core.
Professional Experience
Client: Capital One										Jan 2022 - Present
Domain: Finance
Role: Senior Data Engineer
Project: Real-Time Fraud Detection and Data Migration Project
Project Description: 
The project focused on migrating financial data from on-premise Oracle and mainframe systems to Amazon S3 and Amazon Redshift using AWS Glue and AWS Lambda, ensuring data accuracy and performance optimization. Additionally, I helped build a real-time transaction streaming pipeline using Amazon Kinesis, Apache Kafka, and AWS Lambda, enabling fraud detection under 2 seconds and triggering instant customer alerts via Amazon SNS. My role involved developing ETL workflows, implementing AWS Database Migration Service (DMS) for Change Data Capture (CDC) to enable incremental updates, optimizing query performance in Amazon Redshift, and ensuring compliance with financial regulations, providing real-time insights and enhanced fraud prevention capabilities for Capital One.

Key Responsibilities:
· Develop and optimize ETL pipelines using AWS Glue, Spark to process structured data from on-premise Oracle databases and semi-structured data from legacy Mainframe systems, ensuring high scalability and performance.
· Developed modular Python scripts for orchestrating data ingestion, transformation, and validation tasks, integrating them into AWS Glue and Apache Airflow DAGs for seamless automation.
· Implement advanced data transformation and cleaning processes using PySpark, SQL, and AWS Glue Notebooks, standardizing data before loading it into Amazon Redshift for analytics and reporting.
· Build high-performance ETL processes to extract structured and semi-structured data from Oracle, Mainframe, and Amazon S3 sources.
· Utilize AWS Data Pipeline and AWS Glue to orchestrate structured data extraction from Amazon RDS (PostgreSQL & MySQL) and Oracle databases, employing incremental SQL queries to minimize performance impact on production systems.
· Optimize Apache Spark job execution within AWS EMR clusters by applying partitioning, caching, and parallel processing techniques, ensuring efficient data migration at scale.
· Design and implement a real-time data streaming architecture leveraging Debezium Change Data Capture (CDC) and Kafka Connect to capture transactional updates from Amazon RDS, enabling low-latency ingestion into Amazon Redshift.
· Develop and maintain Kafka-based event-driven data pipelines, ensuring real-time financial data processing and seamless integration with downstream analytics platforms.
· Built Python-based ETL components using PySpark on AWS Glue to handle large-scale data cleansing, enrichment, and schema standardization from Oracle and mainframe sources.
· Build Apache Flink and Spark Streaming jobs to process high-volume transactional data, detect anomalies, perform aggregations, and trigger event-based workflows such as fraud alerts and customer notifications.
· Architect cloud-native data storage solutions using Amazon S3 and Amazon Redshift, enabling structured, semi-structured, and unstructured data ingestion at scale while maintaining cost efficiency.
· Develop schema mapping and metadata frameworks to convert complex legacy Oracle and Mainframe data structures into optimized Amazon Redshift table designs, ensuring seamless migration and query efficiency.
· Enforce security best practices by implementing IAM Role-Based Access Control (RBAC) and data encryption in Amazon S3 and Amazon Redshift, ensuring compliance with GDPR, PCI-DSS, and other regulatory requirements.
· Improve Amazon Redshift query performance by defining distribution keys, materialized views, and optimized partitioning strategies, significantly reducing computational costs and improving analytical query speeds.
· Develop automated data validation frameworks using SQL, Python, and AWS Glue, detecting and resolving data inconsistencies, duplicates, and missing values before ingestion.
· Enhance Amazon Redshift SQL performance through indexing optimization, cross-region data transfer minimization, and materialized views, ensuring efficient processing of large-scale analytical queries.
· Automate data profiling and anomaly detection using Python-based scripts, proactively identifying data integrity issues before they affect production analytics.
· Implement data pipeline monitoring dashboards using Amazon CloudWatch, Prometheus, and the ELK stack (Elasticsearch, Logstash, Kibana), proactively identifying and resolving performance bottlenecks in real time.
· Integrate Amazon Redshift with Amazon QuickSight and Tableau, enabling business intelligence teams to conduct deep-dive analysis on customer transactions, fraud trends, and regulatory compliance reports.
· Optimize Amazon OpenSearch Service (Elasticsearch) indexing structures to support high-velocity data queries, ensuring transactional data is retrievable within milliseconds for real-time dashboards and fraud monitoring.
· Develop and maintain alerting mechanisms in Amazon OpenSearch and Kibana, allowing fraud detection teams to receive real-time notifications about suspicious transaction patterns, ensuring timely intervention.
· Develop and deploy CI/CD pipelines for ETL and real-time streaming workflows using AWS CodePipeline and AWS CodeBuild, automating testing, deployment, and monitoring across development and production environments.
· Orchestrate ETL workflows using Apache Airflow on AWS MWAA (Managed Workflows for Apache Airflow), ensuring job dependencies are maintained, execution order is optimized, and failures are automatically retried to prevent pipeline disruptions.
· Monitor infrastructure and system performance using Amazon CloudWatch and Grafana, tracking critical metrics such as AWS EMR cluster utilization, Amazon Redshift compute consumption, and Kafka streaming performance to optimize cloud resource costs.
· Implement containerization strategies for ETL workflows using Docker and orchestrate workloads efficiently using Amazon EKS (Elastic Kubernetes Service), ensuring high availability and scalability for cloud-native data processing applications.
Environments:
Databricks, Apache Spark, PySpark, SQL, Databricks Notebooks, Snowflake, AWS Glue, Amazon RDS (PostgreSQL & MySQL), Oracle Database, Kafka, Debezium Change Data Capture (CDC), Kafka Connect, Apache Flink, Spark Streaming, Amazon S3, Schema Mapping, Role-Based Access Control (RBAC), GDPR Compliance, PCI-DSS Compliance, Amazon QuickSight, Tableau, Elasticsearch, Logstash, Kibana, Prometheus, Grafana, Amazon EKS (Elastic Kubernetes Service), Docker, AWS CodePipeline, Apache Airflow, Indexing Optimization, Materialized Views, Clustering Keys, Data Encryption, Python, SQL Stored Procedures, CI/CD Pipelines, Real-Time Streaming, Data Profiling, Data Validation Frameworks, Anomaly Detection, ETL Pipelines, Data Transformation, Parallel Processing, Query Optimization, Data Governance..
Client: Optum											     Jul 2019 – Dec 2021
Domain: Healthcare Domain
Role: Data Engineer
Project Description:
At Optum, I worked on a cloud-based healthcare data integration project using AWS technologies to centralize patient, provider, and insurance data for real-time analytics and regulatory compliance. I developed AWS Glue pipelines to ingest data from Amazon RDS (PostgreSQL & MySQL), Amazon DynamoDB, and FHIR APIs via Amazon API Gateway. The data was staged in Amazon S3 and processed in AWS Redshift, ensuring schema consistency, deduplication, and validation. Optimized incremental ingestion improved Amazon QuickSight dashboards, reducing processing failures. Security and compliance were ensured with AWS KMS, IAM Role-Based Access Control (RBAC), and encryption, meeting HIPAA and GDPR standards..
Key Responsibilities:
· Designed, developed, and optimized end-to-end data ingestion pipelines using AWS Glue to extract structured and semi-structured healthcare data from Amazon RDS (PostgreSQL & MySQL), Amazon DynamoDB, and Amazon S3.
· Integrated real-time Electronic Health Record (EHR) data using FHIR APIs via Amazon API Gateway, enabling a continuous data flow from healthcare provider systems to the central analytics platform for enhanced interoperability and analytics.
· Automated data validation checks using Python scripts to verify schema consistency, detect missing values, and cross-reference critical patient attributes across sources.
· Developed parallel-processing ETL workflows to extract, cleanse, and transform structured data from on-premise healthcare systems, Oracle databases, and legacy systems.
· Leveraged AWS Glue ETL jobs and Amazon Redshift to perform large-scale transformations on healthcare datasets, integrating patient records, provider details, and claims data from multiple sources while ensuring schema compatibility.
· Applied schema mapping techniques to align FHIR JSON records, relational Amazon RDS schemas, and DynamoDB NoSQL structures, facilitating a unified data model for seamless analytics and healthcare reporting.
· Orchestrated end-to-end data pipelines ensuring smooth coordination between on-premise healthcare data extraction (e.g., EHR systems, Oracle) and AWS Glue-based cloud transformations.
· Implemented data validation and quality checks using SQL stored procedures and AWS Glue, detecting missing values, incorrect mappings, and inconsistencies to ensure high data integrity.
· Enhanced query performance in Amazon RDS by implementing partitioning, indexing, and materialized views, ensuring fast transactional queries for reporting and business intelligence applications.
· Optimized Amazon Redshift by configuring distribution keys, sort keys, and workload management strategies, improving query execution speeds for large-scale healthcare datasets.
· Architected a scalable and secure data storage framework using Amazon S3 as a staging area for raw healthcare data, ensuring efficient transformation and integration.
· Developed efficient data archiving and retrieval mechanisms with Amazon S3 Glacier, enabling long-term storage of historical patient interactions, telehealth session logs, and insurance claim adjudication records.
· Optimized NoSQL data management in Amazon DynamoDB by implementing partitioning, indexing, and consistency level tuning, ensuring real-time patient interaction tracking and telehealth session storage.
· Created reusable Python functions for de-identifying sensitive patient information (PII/PHI) in compliance with HIPAA guidelines before storing records in Amazon S3 and Redshift.
· Developed interactive Amazon QuickSight dashboards connected to Amazon Redshift, enabling healthcare executives, providers, and insurers to visualize provider efficiency, patient engagement trends, and claims processing rates.
· Optimized QuickSight report performance by leveraging direct query mode for real-time analytics and SPICE mode for pre-aggregated datasets, balancing speed and efficiency.
· Created pre-aggregated summary tables in Amazon Redshift, reducing load times for large-scale patient and provider analytics dashboards.
· Developed self-service analytics capabilities by configuring IAM role-based access controls (RBAC) in Amazon QuickSight, allowing authorized stakeholders to perform ad hoc queries without requiring engineering support.
· Implemented security best practices using AWS Identity and Access Management (IAM), enforcing RBAC to ensure compliance with HIPAA, GDPR, and healthcare industry regulations.
· Developed auditing and logging solutions in Amazon Redshift and Amazon S3, tracking data access, modifications, and transfers to ensure regulatory compliance.
· Monitored and optimized Amazon Redshift workloads by tuning distribution strategies, indexing techniques, and query execution plans, improving large-scale query performance.
· Implemented real-time monitoring solutions using Amazon CloudWatch and AWS CloudTrail, proactively detecting pipeline failures, API errors, and performance bottlenecks.
· Optimized cloud cost efficiency by implementing reserved instance pricing for Amazon Redshift, auto-scaling policies for Amazon DynamoDB, and intelligent tiering for Amazon S3.
· Integrated real-time and batch healthcare data from Amazon RDS, DynamoDB, S3, and FHIR APIs, ensuring seamless patient and provider analytics.
Environments: AWS Glue, AWS Lambda, Amazon RDS (PostgreSQL & MySQL), Amazon DynamoDB (NoSQL), Amazon S3, Amazon S3 Glacier, Python, Amazon Redshift, Amazon API Gateway, FHIR APIs, Schema Mapping Techniques, Partitioning & Indexing Strategies, Materialized Views, Amazon QuickSight, Direct Query & SPICE Mode, Pre-aggregated Summary Tables, AWS Identity and Access Management (IAM), Role-Based Access Control (RBAC), HIPAA & GDPR Compliance, Auditing & Logging (Amazon Redshift, Amazon S3), Amazon CloudWatch, AWS CloudTrail, Query Optimization Strategies, Indexing Techniques, Distribution Strategies, Reserved Instance Pricing (Amazon Redshift), Auto-scaling (Amazon DynamoDB), Intelligent Tiering (Amazon S3).
Client: T-Mobile									       Jun 2017 – Jul 2019
Domain : Telecommunications Domain
Role: Data Engineer
Project Description:
As a Data Engineer, I contributed in developing a scalable data pipeline to process real-time and historical network performance data from cell towers and IoT sensors, enabling anomaly detection, bandwidth optimization, and service reliability improvements. AWS IoT Core and Kinesis handled real-time ingestion, while AWS Glue and S3 managed batch processing. Kinesis Data Analytics and Lambda enabled real-time alerts, with DynamoDB, OpenSearch, Redshift, and QuickSight supporting monitoring and analytics. IAM, KMS, CloudTrail, and GuardDuty ensured security and compliance, while S3 Lifecycle Policies optimized storage. This solution enhanced network reliability, reduced service disruptions, and improved customer experience
Key Responsibilities:
· Designed and implemented a highly scalable AWS-based data pipeline to process real-time and batch network performance data, improving anomaly detection, bandwidth optimization, and predictive maintenance for telecom infrastructure.
· Developed and optimized real-time data ingestion workflows using AWS IoT Core, Amazon Kinesis Data Streams, and AWS Lambda, enabling secure and low-latency processing of IoT sensor data from cell towers and base stations.
· Implemented batch data ingestion pipelines using AWS Glue and Amazon S3 to process structured network traffic logs and customer feedback, automating schema detection and ensuring seamless ETL processing.
· Integrated Amazon API Gateway and AWS Lambda to ingest customer feedback, network complaints, and mobile app telemetry in real time, allowing proactive issue resolution and service improvements.
· Integrated Spring Security for role-based access control, allowing secure interaction with telecom data pipelines and centralized management of feedback and telemetry data.
· Designed and deployed real-time analytics using Amazon Kinesis Data Analytics, enabling SQL-based stream processing for anomaly detection in signal strength, latency, packet loss, and bandwidth usage.
· Built a centralized, structured data lake on Amazon S3, categorizing network data into bronze, silver, and gold layers to optimize retrieval speed and storage costs while maintaining historical analysis capabilities.
· Optimized network performance trend analysis using Amazon Redshift, reducing query execution times by 60% using partitioning, indexing, and optimized query strategies.
· Developed interactive network monitoring dashboards using Amazon QuickSight, enabling telecom engineers and business teams to analyze network health, performance bottlenecks, and customer-reported issues in real time.
· Implemented automated real-time alerting mechanisms using Amazon CloudWatch Alarms and Amazon SNS, triggering instant notifications for network congestion, hardware failures, and abnormal latency spikes.
· Ensured data security, integrity, and regulatory compliance by enforcing role-based access control (RBAC) with AWS Identity and Access Management (IAM) and encrypting sensitive data at rest and in transit using AWS Key Management Service (KMS).
· Implemented data governance best practices using AWS Lake Formation, restricting access to sensitive telecom network logs and customer feedback data based on predefined security policies.
· Designed and deployed a security monitoring framework using AWS CloudTrail and Amazon GuardDuty to log API calls, detect unauthorized access, and monitor suspicious activities for telecom data protection.
· Developed and automated long-term data retention policies using Amazon S3 Lifecycle Rules, archiving historical network logs to Amazon S3 Glacier to optimize storage costs while ensuring regulatory compliance.
· Integrated Amazon DynamoDB for real-time storage of processed network health metrics, reducing query response times for monitoring dashboards and enabling instant retrieval of critical telecom data.
· Built an automated ETL workflow using AWS Glue Data Catalog and AWS Step Functions to ensure dynamic schema evolution, metadata management, and seamless data processing for network telemetry and customer feedback logs.
Environments: 
AWS IoT Core, Amazon Kinesis Data Streams, Amazon API Gateway, AWS Lambda, Amazon S3 (Bronze, Silver, Gold layers), Amazon Redshift, Amazon DynamoDB, AWS Glue, AWS Glue Data Catalog, AWS Step Functions, Amazon Kinesis Data Analytics, Amazon QuickSight, AWS Identity and Access Management (IAM), AWS Key Management Service (KMS), AWS Lake Formation, AWS CloudTrail, Amazon GuardDuty, Amazon CloudWatch Alarms, Amazon SNS, AWS CloudTrail, Amazon S3 Lifecycle Policies, Amazon S3 Glacier.
Digital Technologies – India					   			Aug 2014 – Dec 2015
Role: Big Data Engineer
Project Description:
As a Big Data Engineer, I contributed to developing a scalable data pipeline for a retail company to process historical sales data for analytics and reporting. I assisted in extracting data from MySQL/PostgreSQL using Apache Sqoop and loading it into HDFS for large-scale storage. I wrote and optimized MapReduce jobs for data cleansing and aggregation and developed Hive queries to support business reporting. I automated batch workflows using Apache Oozie and Cron Jobs, monitored job execution, and troubleshot failures. Additionally, I optimized storage formats (Parquet, ORC, Avro) and implemented data partitioning and compression (Snappy, Gzip, LZO) to improve query performance. The solution enhanced real-time sales insights, improving decision-making for inventory management and forecasting.
Key Responsibilities:
· Assisted in developing and maintaining ETL pipelines to process large-scale sales transaction data, helping to integrate structured and semi-structured data from relational databases into Hadoop Distributed File System (HDFS) using batch ingestion techniques.
· Wrote and tested basic MapReduce jobs under guidance from senior engineers to clean, transform, and aggregate raw sales data, handling missing values and simple data inconsistencies.
· Supported batch data processing workflows by scheduling jobs in Apache Oozie and Cron Jobs, ensuring automated data ingestion and monitoring job execution for failures or performance issues.
· Helped in managing data storage solutions in HDFS, learning how to partition, compress, and format data (Parquet, ORC, Avro) to improve storage efficiency and query performance.
· Developed and executed Hive queries to perform structured querying of large datasets, assisting business teams with data extraction and transformation for reporting and analytics.
· Optimized and debugged Hive queries by working with senior engineers to improve joins, indexing, and query execution times on large datasets.
· Automated basic data ingestion tasks by writing Shell Scripts and Sqoop jobs, ensuring timely extraction of sales data from relational databases into Hadoop.
· Collaborated with senior data engineers and analysts to validate processed datasets, assisting with data integrity checks and debugging inconsistencies in reporting data.
· Documented ETL workflows, data pipeline structures, and common troubleshooting steps, contributing to knowledge-sharing within the team and improving onboarding processes for new hires.
· Followed data security and governance policies by applying appropriate HDFS access controls, user permissions, and data retention practices, ensuring compliance with internal standards.
Environments: Apache Hadoop (HDFS), Apache Sqoop, Apache Hive, Apache Oozie, Apache Pig, MapReduce (Java/Python), MySQL, PostgreSQL, Shell Scripting (Bash), Cron Jobs, Tableau, Excel, Linux (RHEL/CentOS/Ubuntu).
Education
Masters - University of Texas, Arlington - Data Science						May 2017
Bachelors - Gokaraju Rangaraju Institute of Engineering and Technology 				May 2014
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